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ABSTRACT 
Breast cancer is cancer that forms due to the uncontrolled growth of cells in the breast region.  Breast cancer 

cause in both men and women, but mostly affected by women.  It is the second leading cause of women death in 

today.The  early  prediction of breast cancer is the key to reduce women mortality. The major symptoms of 

breast cancer is the occurrence of microcalcification clusters or small amount of calcium accumulated in the 

breast region. For the efficient detection of breast cancer manymedical techniques are used to diagnosis  the 

breast cancer like biopsy , clinical examination, ultrasonography, MRI, and mammography etc. Mammography 

is the process of using low energy x-rays to analyze  the human breast for diagnosis and screening of tumor in 

the breast region. In this paper discussing about the various classification techniques are used in mammographic 

images. 
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1. INTRODUCTION 
Cancer is the leading cause of death in world wide. It is accounted to 17 million deaths in 2017.The detection of 

a cancer at its early stage is necessary for reducing mortality rate. Breast cancer starts when cells in the  breast  

region begin to grow out of control. These cells usually form a tumor that can often be diagnosisan  x-ray or 

other cancer detection techniques.  Breast cancer can occur in different areas of the breast .  The main parts of 

the breast region are lobules, ducts, and connective tissue. The ducts are the tubes that carry milk to the nipple. 

The connective tissue which is made up of fibrous and fatty tissues which surrounds and holds everything 

together. Most breast cancers begin in ducts or lobules. It can  spread outside  the breast through blood vessels 

and lymph vessels. When breast cancer spreads to the other parts of the body that is called metastasized .Breast 

cancer occurs almost entirely in women, but men can get breast cancer,too. 
 

It is the most frequent cancer in women, in every year 2.1 million women impacting breast cancer which also 

causes the largest number of cancer death among women. In 2018 ,it is estimated that 627,000 women died due 

to breast cancer. While breast cancer  rates are higher among women in more developed regions compared to 

other cancers. In order to overcome breast cancer outcomes and survival ,early  detection of cancer is very 

critical. Early diagnosis and screening are the two early detection strategies for breast cancer. Limited resource 

settings with weak health systems are  the reasons ofthe majority of women are diagnosed in late stages. It  

should prioritize early diagnosis  programmes  based on awareness of early signs and symptoms and prompt 

referral to diagnosis and treatment. 

The major signs of breast cancers are 

 The lymph nodes swollen under the arm or around the collarbone. 

 Swelling of all or part of the breast region. 

 Skin irritation or dimpling 

 Breast or nipple pain  

 Nipple retraction 

 Redness,  roughness  or  thickening of the nipple or breast skin. 

 Nipple discharge 
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A woman’s breasts contain specialized glands that can produce milk. The breast structure consists of 15-20 

lobes. Each lobe is made up of many smaller lobules which have groups of tiny glands that can produce milk. 

The milk travels through a network of tiny tubes (ducts) to a reservoir that lies just below the nipple. The dark 

round area of skin surrounding the nipple is called the areola. The breast also contains blood & lymph vessels 

and lymph nodes. 

 

The Lymph System of the Breast 
One of the main reason of breast  cancer spreads through the lymphatic system.Our bodies have a network of 

lymph vessels and lymph nodes Lymph  vessels carry a clear fluid called lymph which drains into lymph nodes. 

Lymph nodes are small bean-shaped structures which contain cells that compact infections (immune system 

cells).  

 
Lymph vessels from the breast drain into the axillary lymph nodes and supraclavicular lymph nodes of the 

breast. 

Lymph nodes are important in cancer care because any cancer cells that have broken away from a cancerous 

tumor that can be carried by the tissue fluid to the nearest lymph nodes. In  some cases lymph nodes becomes 

enlarged for other reasons which are not related to the cancer. Breast tissue extends under the armpit region that 

is made up of many lymph nodes, also known as lymph glands. 

 

a. BREAST CANCER DETECTION TECHNOLOGIES 

Several medical techniques have been developed for breast cancer detection. These systems include some that 

use radioactive compounds that concentrate in cancerous tissue to image breast cancer. Some of which are used 

in combination until a diagnosis is proven. 
 

 Clinical examination 

 A clinical breast examination involves through a physical examination of the whole breast area, including both 

breasts, nipples, armpits and collarbone. The doctor will also ask about the women’s personal and family history 

of breast cancer and whether she has any symptom of breast cancer. 

 

 Magnetic resonance imaging(MRI) 

An MRI produces an image of the body using magnetic fields. Women under 50 years of age who are at high 

risk of breast cancer are eligible routine screening with MRI undermedicare. To access the service younger 

women must be referred by there specialist. 

 

 Ultrasound 
An ultrasound uses sound waves to outline a part of the body. A breast ultrasound is used to see whether a breast 

lump filled with fluid. An ultrasound doesnot replace the need for a mammogram, but it is often used to check 

abnormal result from a mammogram. 

 

 Biopsy 

 A Biopsy is the removal of small sample of tissue from the breast lump or lymph nodes. With examines under 

the microscope. Analysis by a pathologist will help to diagonise both the presence of breast cancer and its type. 

This will confirm diagnosis and help to determine the appropriate treatment plan. 

 

 Mammography 
Mammography is also called mastography.  Mammography  is the process of using low energy x-rays to 
examine the human breast for diagnosis and screening of  cancer. An x-ray picture of the breast is called 

mammogram. It is used to check cancer in women who have no signs or symptoms of the cancer. It    also be 

used if you have a lump or other sign of breast cancer.Screening mammography is the type of mammogram that 

checks   when you have no symptoms of disease. It can also help to   reduce the number of deaths from breast 

cancer among women ages 40 to 70. But it can also have   some drawbacks. Mammograms can sometimes find 

something that looks any    abnormality in the breast   but isn't cancer. This leads to further testing and can cause 

you anxiety for   patient. Sometimes mammograms can miss cancer when it is present in the breast. It also 

exposes radiation usually around 30kvp.Mammograms are also recommended for younger women who have 

symptoms of breast cancer or who have a high risk of the disease. 
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2. METHODS 
In this paper discussing about the various  classification techniques are used for large data set of mammograms. 

  

 SVM classifier  

 Support Vector Machine (SVM) isa classifier that  formally defined by a separating hyper plane.  In other wise it 

is defined for a given labeled training data (supervised learning), the algorithm outputs an optimal hyper plane. In 

two dimensional space of   this hyper plane is a line dividing a plane in two parts where in each class lay in either 

side. 
 

The SVM scheme is based on algorithm. which is used for solving classification tasks and have been 

successfully applied in various areas of research. The basic idea of SVM is that it projects data points from a 

given two-class training set in a higher dimensional space and finds an optimal hyper plane. The optimal one is 

the one that separates the data with the maximal margin. SVMs classifier  identify the data points near the 

optimal separating hyper plane which are called support vectors. The distance between the separating hyper 

plane and the nearest of the positive and negative data points is called the margin of the SVM classifier.  

The separating hyper plane is defined as    

D(x) =  (w.x) +b(4) 

 

Where, x is a vector of the dataset mapped to a high dimensional space, and w and b are parameters of the hyper 

plane that the SVM will estimate. 
 

 CAD scheme 

The CAD scheme is described briefly by following steps:  

a) Likelihood detection- In segmentation first step is of our CAD scheme is segmentation of an image into 

breast tissue and background, using a skin line detection algorithm. Additionally, it in the edge of the 

pectorals muscle. If the image is a MLO view. Then, a thickness equalization algorithm is applied to 

improve the periphery of the breast. Background equalization is done using a similar algorithm in the 

pectorals muscle, in order to avoid the problem with detection of masses located on or near the pectoral 

boundary. A neural network classifies each pixel using these features and assigns a level of 

suspiciousness to it. The neural network is trained using pixels sampled inside and outside of a 
representative series of malignant masses.  

Finally, the result of this method is an image whose pixel values represent the likelihood at a malignant mass or 

architectural distortion is present. 

b) Initial detection step resulting in a likelihood image and a number of suspect image locations.  

c) Region segmentation, any dynamic programming, using the suspicious locations as seed points.  

d) Finally, classifying the regions as true abnormalities and false positives 

 

 Naive Bayesian Classifier 
The naive Bayesian classifier is a Bayesian network with a limited topology applicable to learning tasks where 

each instance is described by a conjunction of feature values and a class value. This method is also used to 

estimates the unknown data item using probabilistic statistics model. Challenge in the Bayesian classification is 
to determine the class of data sample which have some number of attributes. Let Z be the dataset with ‘u’ 

objects such that X1, X2,…,Xu. Each object have n attributes i.e. A1, A2……… An. Let there are m classes 

C1,C2…Cm. Naive Bayesian classifier predicted the unknown data sample X which is without the label to the 

class Ci if and only 

                            P (ci | x) > P (cj | x) fori<=j 

                                     Where <=m, j<>i 

 

Then X is assigned to Ci. This is called Bayes decision rule. In this method of classification dataset are divided 

into two sets, training and testing respectively. Training dataset is considered as prior information and model is 

constructed on the basis o this training dataset. 
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 K-Nearest Neighbor algorithm (KNN) 

KNN is supervised learning algorithm used for statistical estimation and pattern recognition. It classifies objects 

into separate classes based on closest training examples in feature vector space. It is used to estimate the class of 

an unknown instance from its neighboring returns the most common value. All training samples are stored in n 

dimensional pattern space. The class of an unknown sample is decided by a majority vote of its neighboring 

samples in the training pattern space. There are many distance measures that can be used in KNN classification 

such as Euclidian distance, Manhattan distance, Minkowski distance, Mahalanobis distance etc. However 

Euclidean distance is the most commonly used distance instances. It stores all possible cases and classifies new 

cases based on distance metric . 

 

The KNN classifier can perform efficiently, if the optimal value of ‘k’ is used in the classifier design. In the 

present work, after experimentation, the optimal value of ‘k’ is decided as 5. 
Let k denotes desired number of nearest neighbors and F: Pattern Space: set of training samples { F1 ,F2, 

F3,….FN,}: The set of feature vector of training mammograms in the form of Fi = {Xi, Cj} Where Xi: feature 

vector of the point Fi and Ci is the class that belongs to. F' = {Xi’,Ci’} . 

 

Test mammogram feature vectorFor a test mammogram, following steps are followed to make prediction:  

(i) Compute the Euclidian distance d (X', Xi) between test mammogram and all training mammograms. 

 (ii) Sort all points Fi according to distance 

 (iii) Select the first K points from the sorted list. These are k closest samples to F.  

(iv) Choose the closest label. 

(v) Return Majority label and assign class to test mammogram F' based on majority vote 

 

3. LITERATURE REVIEW 
 

Al-Najdaw et al. have investigated combining several images of mammogram applying enhancement algorithms 

to improve the performance of breast-region segmentation. The masses that show in mammogram images are 

further analyze and classified into 4   categories   It   consists of benign, probable benign and possible malignant, 

probable malignant and possible benign, and malignant. The main concept of this work is to reveal the optimal 

combination of different enhancement techniques and to segment breast region. This   will helps  to get better 

visual interpretation, analysis, and classification of mammogram masses to help radiologists in making correct 

and better decisions. The  dataset consists of more than 1300 mammogram images from both the King Hussein 
Cancer Center and Jordan Hospital. Results achieved cancer classification accuracy values of 90.7%. Moreover, 

the results shows a sensitivity of 96.2% and a specificity of 94.4% for mass classifying algorithm . 

 

Liu et al. Designs  thepossibilistic fuzzy c-means (PFCM) clustering algorithm and weighted support vector 

machine (WSVM) for the detection of micro calcification clusters  formed in full-field digital mammograms 

(FFDM). For each case of image, the suspicious micro calcification regions are extracted with region growing 

and active contour segmentation technique.  Then geometry and texture features are extracted for each 

suspicious micro calcification, a mutual information-based supervised criterion is used to select important 

features, and PFCM is applied to the cluster samples into two clusters. Weights of the samples are calculated 

based on the possibilities and typicality values from the PFCM, and the ground truth labels. A weighted 

nonlinear support vector machine (SVM) is trained. During the test process, when an unknown image is 

presented, segmentation step is used for locating suspicious regions, selected features are extracted, and the 
suspicious micro calcification regions are classified as containing micro calcification. Finally, the micro 

calcification regions are analyzed with spatial information to locate micro calcification clusters. The proposed 

method is evaluated using a MIAS dataset and compared with the standard un  weighted support vector machine 

(SVM) classifier. The detection performance is evaluated by the response receiver operating (ROC) curves and 

the free-response receiver operating characteristic (FROC) curves. The proposed method obtained an area under 

ROC curve of 0.8676, while the standard support vector machine (SVM) obtained an area of 0.8268 for micro 

calcification detection. In the case of  cluster detection, the proposed method obtained a high sensitivity of 92% 

by a false micro calcification -positive rate of 2.3 clusters image, and it is better than standard support vector 

machine (SVM)with 4.7 false-positive clusters image at the same sensitivity 
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.Aswini Kumar Mohanty et al. proposes a method for classification of breast masses using correlated rule 

mining. The images are preprocessed by resizing and finding out the regions of interest. The Statistical and 

texture features are formed using the gray level co occurrence matrix method (GLCM).The classification is done 

through the Correlated association rule mining which takes association framed using the features extracted. The 

classification is done using the CorClass algorithm. The classification is done based on the decision list and the 

weighted combination of the association rules based on which the best rule is selected for classification. 

 

 Sharma et al. proposed an experiment using CAD system to classify malignant and nonmalignant mammogram 

patches. Suitable methods were used for preprocessing, which is helped to removes the artifacts, unwanted 

components, and extracts the breast region from its background along with extraction of abnormal regions from 

mammograms. This paper proposes a method to avoid the processing of full mammogram, methods to extract 

the fix-sized ROI patches . The Zernike moments are based on texture feature extraction technique and it is used 
to recognize the pattern of malignancy or non malignancy in the mammogram patches.  

 

The variations in the outcome are observed by the experimenting with the low-order and high-order Zernike 

moments. Experiments are performed with the other well known texture descriptors gray level co-occurrence 

matrix (GLCM) and discrete cosine transform and (DCT), and it is observed that the proposed CAD system 

works well with Zernike moments. It has been observed that SVM with RBF kernel attains the highest 

sensitivity and specificity values at lower orders of Zernike moments. CAD system has improved the accuracy 

of diagnosis and promises to perform a second reader role . 

 

Antony et al. proposed a new approach to determine the classification of mammographic image  byusing k-

means clustering algorithm. It  can be used to extract different features of the image like shape, intensity values 
and density features and region features to compute the feature vector. They computed the mean values of 

intensity values of the pixels in the region extracted to compute the intensity mean value. The density measure is 

also computed in the similar fashion. The region metric is computed with the extracted region values and it has 

seven different features hidden. k-means clustering is used based on the computed feature vectors to identify the 

class of the input image. The proposed system reduces the space and time complexity and produces good results. 

It has produced classification accuracy up to 99% which is more than other methodologies in this era . 

 

Digambar A Kulkarni et al  proposed a K means clustering algorithm and used SVM  for classifier construction. 

K means is simple algorithm and give good accuracy of classifier . The disadvantage is that it is difficult to 

analyze   K value and there dissimilarity in final clusters due to early different partitions. 

 

4. CONCLUSION 
 In this paper we discussed about various classification  techniques of breast cancer.An unsupervised Kohonen 

neural network which can extract features from extracted areas then feed those features to another feed forward 

neural networks. Support Vector Machine is a machine learning technique [12] used to analyze data, recognize 

patterns and classify data into different classes by constructing a hyper plane in an infinite dimensional 

space.KNN is supervised learning algorithm used for statistical estimation and pattern recognition. It classifies 

objects into separate classes based on closest training examples in feature vector space. It is used to estimate the 

class of an unknown instance from its neighboring instances.The limitation of KNN classifier is false 

classification of test image when majority of the nearest neighbors have closely matched features.In this review 

we have conclude that classification of benign and malignant cancer is done using SVM classifier having more 
accuracy than KNN classifier because SVM works better than KNN classifier. Using  KNN classifier it 

produces classification accuracy 99% which is best and reduces time and space complexity 
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